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a b s t r a c t

In the field of gas–solid fluidization, bubbles, and all features regarding them, have a very great importance,
as they significantly affect the process performance. Numerous experimental studies on bubbles, and
their formation, evolution, and properties, have been performed in the past. These investigations appear
particularly difficult, due to the nature of these systems, since the gas phase is distributed in both the
bubble and the emulsion phase. Several experimental approaches have been developed to tackle this
study. Among these, the Digital Image Analysis Technique purposely developed in Part I of the present
work, based on the use of a video camera for monitoring the phenomenon coupled with image analysis
has been found viable and effective.

Moreover, the bubbles behaviour and characteristics have been described by means of a variety of math-
ematical models. In recent years, in particular, computational fluid dynamics (CFD) tools have been found

to be very effective in providing a powerful framework through which these models can be implemented
and numerically solved.

This paper combines both experimental and computational studies, presenting the comparison, per-
formed by DIAT, between experimental data and relevant CFD simulations. In particular, simulations have
been performed by means of the ANSYS-CFX code. The comparison comprises the following quantities:
bed expansion, bubble hold-up, size evolution, distribution, density, aspect ratio, and bubble velocimetry
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. Introduction

Particles and processes involving particles are of paramount
mportance in the chemical and allied industries. Fluidized beds
re widely employed in industrial operations, ranging from the
harmaceutical and food industry, to processes such as catalytic
racking of petroleum, combustion and biomass gasification. The
uccess of fluidized bed processes is due to the fact of their excellent
eat and mass transfer characteristics.

Although rather simple in its conception, the application of a
uidized bed process still faces some challenges. First, the per-

ormance of the process is strongly influenced by the operative

onditions. Secondly, a sound understanding of the mechanisms
overning the complex flow phenomena involved in a fluidized bed
till remains an open technical and scientific issue.

∗ Corresponding author. Tel.: +39 0916567310; fax: +39 0916567280.
E-mail address: micale@dicpm.unipa.it (G. Micale).
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Many of the characteristic features of gas-fluidized beds, like
he excellent solid mixing, heat and mass transfer properties, can
e related to the presence of bubbles and are dominated by their
ehaviour. A deeper knowledge of the fluidized bed hydrodynam-

cs and on how such hydrodynamics are affected by the operative
onditions, especially geometry changes and plant scale-up, would
rovide the base for the development of a fully predictive model.

The gas bubbles rising up through a typical fluidized bed ensure
hat the particles are circulated throughout the bed so that prop-
rties and process conditions could be considered uniform. They
ave a considerable importance in the fluidized solid–gas systems
ecause they govern hydrodynamics and efficiency of the operation
or which the bed is used.

However, the gas contained within the bubbles does not satisfy
ts prime purpose of interacting with the materials in the bed. As a
atter of fact the gas flow in excess of that required to maintain the
ense phase at minimum fluidization conditions, flows through the
ed in the forms of bubbles and through flow [1]. The fluidization
uality of a bed is highly dependent on the distribution of bubbles
nd their physical properties in the bed such as position, dimen-

http://www.sciencedirect.com/science/journal/13858947
http://www.elsevier.com/locate/cej
mailto:micale@dicpm.unipa.it
dx.doi.org/10.1016/j.cej.2008.11.010
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Nomenclature

Cds drag coefficient, dimensionless
dp particle diameter (m)
Di strain tensor (s−1)
es restitution coefficient
Fg gas solid momentum exchange coefficient

(kg m−3 s−1)
g acceleration due to gravity (m s−2)
g0 radial distribution coefficient
I identity matrix
Ii interphase momentum exchange (kg m−2 s−2)
Js source term for granular energy (kg s−3 m−1)
ks diffusion coefficient for granular energy

(kg s−1 m−1)
P pressure (Pa)
Res particle Reynolds number
Si stress tensor (Pa)
u superficial gas velocity (cm s−1)
ub bubble rise velocity (cm s−1)
vi local velocity (m s−1)

Greek letters
�s collision dissipation energy (kg s−3 m−1)
εi volume fraction
�i bulk viscosity (kg s−1 m−1)
�s granular temperature (m2 s−2)
�i shear viscosity (kg s−1 m−1)
�i density (kg m−3)
�i effective stress tensor (Pa)
	i tangential stress tensor (Pa)

 velocity coefficient

Subscripts
g gas phase
max maximum
mf minimum fluidization
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visc. viscous flow regime

ions, rise and lateral velocity. Ideally, for there to be good quality
uidization the population of bubbles in the bed should be large
ut the bubbles should be small in size, homogeneously occupy the
ed and have low rise velocities. On these grounds clearly appears
hat studies on bubbles are of primary importance for investigating
uidized beds fluid-dynamics. It is also evident that the princi-
al difficulty in analysing fluidization quality and bubble dynamic

s concerned with the possibility of measuring or predicting the
hysical and geometrical properties of gas bubbles rising in a solid
ranular medium.

The formation and development of bubbles in the fluid-bed has
een extensively studied over a considerable span of time, with the
id of different visualization techniques [2–12].

The widespread application of gas particle flow systems and flu-
dization in industry demands an increase in efficiency and the
evelopment of fundamentally based and realistic mathematical
odels, accurate and detailed experimental data and design tools

or such systems.

The recent development of mathematical modelling of particu-

ate solids behaviour together with the increased computing power
nables researchers to simulate the behaviour of fluidized pow-
ers and to link fundamental particle properties directly to the
owder behaviour and predict the interaction between particles
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nd gaseous or liquid fluids. In this regard, computational fluid
ynamics (CFD) modelling provides a fundamental tool to sup-
ort engineering design and research in multiphase systems. Many
uthors recognise that computational modelling in multiphase sys-
ems has the potential to increase process efficiency and reduce
he number of scale-up steps in the design of reliable commercial
lants.

In the field of multiphase chemical reaction engineering, CFD
odelling has been applied to gas–liquid flows (such as bubble

olumns) and fluid–solid flows (such as solid–liquid suspensions
n stirred tanks, gas–solid fluidized beds).

It is invariably emphasized that a necessary step towards the
evelopment of reliable fully predictive CFD models is an extensive
xperimental validation of the simulation results. It is also worth
oting that in the first instance, the experimental validation will
ome to assess the CFD model chosen to simulate the investigated
egimes.

On the above basis, the present work focuses on the simula-
ion of a 2D fluidized bed operating under bubbling and slugging
onditions carried out with the use of the commercial CFD code
nsys CFX-10.0. Computational results are post-processed by the
igital Image Analysis Technique presented in Part I [13] of the
resent work, and eventually compared with experimental data,
or assessing their validity.

. Literature review

The fundamental problem encountered in modelling hydrody-
amics of gas–solid fluidized beds is the motion of the involved
hases whose interfaces are unstable, with their mutual interac-
ions being understood only for a limited range of conditions [14].
he two-phase system may be described following the classical
ulerian approach of continuum mechanics with boundary and
ump conditions to solve the governing equations at the interfaces.

The Eulerian–Eulerian model is the preferred choice for sim-
lating macroscopic hydrodynamics [15]. The general idea in
ormulating the multi-fluid model is to treat each phase as an
nterpenetrating continuum, and therefore to construct integral
alances of continuity, momentum and energy for both phases,
ith appropriate boundary conditions and jump conditions for
hase interfaces. Since the resultant continuum approximation for
he solid phase has no equation of state and lacks variables such as
iscosity and normal stress [15], certain averaging techniques and
ssumptions are required to obtain a complete momentum balance
or the solid phase, since transport coefficients of the solid phase

ust account for gas–particle interactions and particle–particle
ollisions. In the last decades many investigators tried to develop
theory of particle collision based on the kinetic theory approach
y Chapman and Cowling [16]. Numerous studies have shown the
apability of the kinetic theory approach for modelling bubbling
uidized beds [15,17–21]. The use of 2D simulations have been
xtensively adopted because of the ease in obtaining experimental
ata with respect to full 3D experiments.

Correct prediction of spontaneous bubble formation in freely
ubbling gas–solid fluidized beds using Eulerian models, strongly
epends on the description of the internal momentum transfer in
he particulate phase. This is described in the work by Patil et al.
22], where a simple model, i.e. the Constant Viscosity Model (CVM)
s compared with the more complex model based on the Kinetic
heory of Granular Flow (KTGF). CVM describes the solid phase

ressure only as a function of a solid porosity by an empirical corre-

ation, assuming the solid phase viscosity to be constant, conversely
TGF describes the solid phase properties in much more detail in

erms of instantaneous binary particle–particle interactions. The
erformance of the KTGF and the CVM in predicting the hydrody-
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amics of freely bubbling fluidized beds has been compared with
xperimental data and correlations taken from the literature.

Once developed appropriate models for the explicit formula-
ion of the solid phase stress tensor, the inter-phase momentum
ransfer between gas and solid phases is still needed to mathemat-
cally close the problem. The momentum exchange (represented
y a drag force) is one of the dominant forces in the gas- and solid-
hase momentum balances. The drag force on a single sphere in a
uid has been well studied and empirically correlated by Clift et
l. [23], and Bird et al. [24], for a wide range of particle Reynolds
umbers. However, when a single particle moves in a dispersed

wo-phase mixture, the drag is affected by the presence of other
articles. Numerous correlations for calculating the momentum
xchange coefficient of gas–solid systems have been reported in
he literatures [25–29].
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Fig. 1. Experimental set-up: hydraulic (t
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Despite the modelling challenges, application of CFD to model
uidized bed hydrodynamics continues to develop, as it has many
dvantages including design optimisation and scale-up of such
ystems. Some of the correlations used in the models, however,
emain to be empirical or semi-empirical. As a result, the model
nd its parameters must be validated against experimental mea-
urements obtained at similar scale and configurations. Some of
he challenges with respect to CFD model validation for gas–solid
ystems have been reviewed by Grace and Taghipour [30].Gidaspow
nd Ettehadieh [31], reported a numerical study on the bubble
njected in fluidized bed. They calculated the growth, propaga-

ion and collapse of bubbles. A comparison between time-averaged
oid fractions and void fraction measured with a �-ray densito-
etry showed that the computer model was able to reproduce

orrectly the experiment. Due to the limited computational power

op) and optical (bottom) schemes.
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Table 1
Summary of experiments and relevant simulations.

Case
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tal model based on the kinetic theory of granular flow (KTGF), in

T
C

T
S
C
T
C

mf (cm s−1) 5.24 5.24 5.24 5.24
(cm s−1) 9.0 18.0 27.0 36.0
/umf 1.7 3.4 5.0 7.0

vailable at the time, the analysis was limited to about few sec-
nds and more stringently the two-dimensional simulation was
imited to half the bed supposing an axial symmetry of the flow,

hich has not been confirmed by the experiments.Bouillard et al.
32], simulated a two-dimensional bubbling fluidized bed with an
mmersed obstacle. Bubble frequencies and sizes were compared
o experimental measurements in a thin fluidized bed. Two differ-
nt hydrodynamic models were compared where the solids stress
ensor was modelled by a different formulation of the elasticity

odulus. They found good agreement with both models and time-
verage voidage experimental data, although the models were not
ble to correctly reproduce the flow field around the obstacle.Ding
nd Gidaspow [18], simulated a 2D bubbling fluidized bed of a Gel-
art group B material with a gas jet at the inlet. They used the

ackson governing equations and the granular kinetic model for
epresenting the solids stress tensor. They validated the 2D sim-
lation results by comparing the time-averaged voidage resulting
rom the simulations with the ones measured experimentally on
two-dimensional fluidized bed, although no further estimate of
ubble size was conducted.Kuipers et al. [33], devised a compu-
ational model based on the granular kinetic model to simulate
he behaviour of a single bubble in a 2D gas fluidized bed with a
entral orifice. Simulated bubble sizes were compared with exper-
mentally measured data and with predictions obtained by the
wo-phase theory. Their preliminary calculations showed that the
ensitivity of computed bubble size with respect to the bed rhe-
logy (i.e. the solid phase viscosity) is quite small, although the
ubble shape appeared to be much more sensitive to the bed rhe-
logy.

In their paper, Van Wachem et al. [34], validated
ulerian–Eulerian gas–solid model simulations of bubbling
uidized beds with correlations for bubble size and bubble rise
elocity available in the literature. Based on 2D simulation results,
hey compared the bubble sizes obtained from simulations of a
reely bubbling gas fluidized bed of a Geldart group B powder with
redictions given by Darton et al. [35] correlation. Their results
howed that simulated bubble diameters were slightly smaller
n the higher part of the fluidized bed, which was attributed to
he deficiency of the technique used by Darton to capture small
ubbles diameters.
A study of bubbling and slugging fluidized beds using the
ulerian–Eulerian model and the granular kinetic model was pro-
osed by Pain et al. [15]. They simulated a two-dimensional
lugging bed of a Geldart group D material using both Cartesian
nd axi-symmetrical coordinates. The imposed axial symmetry

w
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able 2
omputational details for preliminary investigation.

Case

Reference case

ype 2D
quare cell dimension 5 mm
ells number 288 × 36
ime step 10−3

PU time (h) required for 1 s of real time simulated 3
ng Journal 148 (2009) 145–163

eaded to unphysical results. Some sensitivity of the numerical
esults to wall friction coefficient was found, while the simula-
ions were relatively insensitive to the coefficient of restitution.
n investigation on the effect of a submerged circular obstacle
as also carried out. The authors suggested that profiles of the

ranular temperature can be used to detect areas susceptible of
rosion.

In Gelderbloom et al. [21], a multiphase CFD model was applied
o a commonly used industrial experiment known as the col-
apsing fluidized-bed experiment. The experiment involves several
ydrodynamic regimes including the bed expansion, bubbling, sed-

mentation, and consolidation of the fluidized bed. The CFD model
s capable of predicting all four of these regimes. Results show
hat the use of the modified Ergun equation or the MFIX code
rag models, and solids rheology have limited impact on the bub-
ling and collapsing bed simulations. It is also demonstrated that
he traditional interpretation of the collapsing bed as consisting
f separate bubble escape and sedimentation regimes is incorrect
nd that, in fact, they occur simultaneously.Peirano et al. [36], pro-
osed a comparison of two- and three-dimensional simulations
f turbulent gas–solid flows applied to a stationary bubbling flu-
dized bed. Based on the Eulerian–Eulerian model formulated by
shii [37], they employed both the granular kinetic model and the
–ε model for the fluctuating tensors of the solid and particle
hases. The numerical results are compared to local instantaneous
ressure measurements and time-averaged measurements such as
ed height. It was found that significant differences were observed
etween 2D and 3D simulations. Only 3D simulations can predict
he fluid bed hydrodynamics correctly. In addition, they found that
he bed height depends on the estimate of the mean particle diam-
ter and that the issue of an accurate prediction of the drag force
oes not seem to be critical since enough accurate correlations are
vailable.

Two closure models for the internal momentum transfer in the
articulate phase have been tested by Patil et al. [38], one semi-
mpirical model assuming a constant viscosity of the solid phase
CVM) and a second model based on the kinetic theory of granular
ow (KTGF), have been compared to describe bubble formation at
single orifice and the time-averaged porosity profiles in the bed
sing experimental data obtained for a pseudo two-dimensional
uidized bed operated with a jet in the centre.

Correct prediction of spontaneous bubble formation in freely
ubbling gas–solid fluidized beds using Eulerian models, strongly
epends on the description of the internal momentum transfer in
he particulate phase. In Patil et al. [22], the comparison of the
imple classical model, describing the solid phase pressure only
s a function of a solid porosity by an empirical correlation and
ssuming the solid phase viscosity constant, which is referred to
s the constant viscosity model (CVM), with the more fundamen-
hich the solid phase properties are described in much more detail
n terms of instantaneous binary particle–particle interactions, has
een extended for freely bubbling fluidized beds. The performance
f the KTGF and the CVM in predicting the hydrodynamics of freely

A B C D

2D 2D 2D 3D
5 mm 2.5 mm 2.5 mm 2.5 mm
288 × 36 576 × 72 576 × 72 576 × 72 × 6
10−4 10−3 10−4 10−4

30 12 120 500
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ig. 2. (a) Simulated maps of volume fraction distributions. Case at u = 1.7 umf. Stat
tationary bubbling fluidized bed at u = 1.7 umf.

ubbling fluidized beds has been compared with experimental data
nd correlations taken from the literature.

All these previous works reported results of simulations
btained by Eulerian–Eulerian models coupled with the granular
inetic theory. Recently other works have been published on simu-
ation results obtained by the Eulerian–Eulerian Particle Bed Model
PBM [39,40]) and others models developed on the theoretical basis
f the PBM [41–45].

The literature review presented above describes a clear evo-
ution in numerical simulations of dense fluidized beds. First,
he simulations of dense gas–solid fluidized beds are nec-
ssarily time-dependent since the flow phenomena involved
resent a chaotic nature, which prevent the possibility to
each a steady state. Secondly, the initial simplification of
ow symmetries even in presence of geometrical symmetry in
on-homogeneous fluidization has not been verified in the vali-
ation of the computational results. This has required a greater

omputational effort to simulate even simple two-dimensional
eometries. The availability of increasing computational resources
as allowed to simulate a whole bed vessel initially in a two-
imensional form and more recently in a full three-dimensional
omain.

s
a
p
t
a

bubbling conditions reached after about 2.0 s. (b) Experimental snapshots of the

Though, two main aspects of the CFD modelling of dense
as-fluidized beds still needs to be addressed. An appropriate
hoice of the closure relations, which uniquely identifies the
ulerian–Eulerian CFD model, still remains a challenge. Secondly,
n extensive validation of 2D simulations results with experimen-
al data needs to be completed both for the characterization of
he investigated fluidization regime and for the transition between
egimes.

. Experimental set-up

The fluid-bed reactor purposely designed and built for the
resent investigation is made of Perspex® with dimensions equal
o 800 (height) × 180 (width) × 15 (depth) mm. The whole experi-

ental setup is shown in Fig. 1 (hydraulic scheme).
The reactor is therefore almost two-dimensional, thus allowing

isual observations of bubble dynamics within the bed. Glass thin

urfaces were inserted to protect front and rear Perspex® walls to
void surface opacity due to particles attrition phenomena. A plastic
orous distributor, whose thickness is equal to 10 mm, is placed at
he bottom of the particle bed, and a wind box below the distributor
llows to equalize the gas flow.
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to collect images of the bed at a frequency of 25 Hz. Each exper-
ig. 3. Comparison between experimental and computational data on instanta-
eous bed height (u = 3.4 umf).

Air was used as fluidizing gas, whose flow rate was accurately
easured through a set of four flowmeters, covering the range

–140 l/min. A dehumidifier and an oil filter were also mounted
n-line on the gas feed.

Only glass ballotini of size range 212–250 �m were used for the
xperimental runs with density equal to 2500 kg m−3. The particles
ere filled up to a bed height of 360 mm, i.e. twice the bed width.

he value of umf was experimentally determined and found equal
o 5.24 cm s−1, in agreement with the relevant values obtained by

rgun’s correlation. Also the value of gas voidage was experimen-
ally determined and found equal to 0.385. In these conditions the
uidized bed had a typical Geldart Group B system behaviour. The
ummary of experimental conditions adopted (and relevant simu-
ations) are reported in Table 1.

ig. 4. Comparison of experimental and computational values of mean bed expan-
ion as function of u/umf ratio.

i
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g
t

F
u

ig. 5. Comparison between experimental and computational data on instanta-
eous bubble hold-up (u = 3.4 umf).

The bubble-related flow structures were visualized with the
id of a back-lighting device and recorded by a commercial digi-
al camcorder (Sony, model DCRTRV530E PAL), placed opposite to
he bed at a distance of 270 cm, as shown in Fig. 1 (optical scheme).
ontinuous high intensity uniform illumination was obtained by
lacing a diffuse light generator at the backside of the bed, at
pproximately 10 cm. The digital visual acquisition system allowed
mental acquisition provides at least 500 frames, equal to 20 s of
eal time experiment. The presence of a flange that supports the
as distributor, avoided visual observation of the lowest 0.8 cm of
he bed. Preliminarily, the measurement device was accurately cal-

ig. 6. Comparison of experimental and computational values of mean bubble hold-
p as function of u/umf ratio.
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ig. 7. Comparison between experimental (upper row) and computational (lower ro
eft to right 1.7 umf, 3.4 umf, 5.0 umf and 7.0 umf.

brated by means of a purposely generated set of still images that
ncluded horizontal and vertical scales, with rectangular, circular
nd ellipsoid objects. The image processing routine was developed
n Matlab 7.0 (The MathWorks Inc.), using the Image Processing
oolbox. Thanks to the flexibility of the Matlab environment almost
ll steps in image processing, data acquiring and elaboration could
e easily automated. The reader is referred to Part I of the present
ork [13] for full details on the experimental set-up adopted and
easurement techniques.

. Computational models and methods

In this study, the Eulerian–Eulerian Multi-phase Flow Model
MFM) coupled with the Granular Kinetic Theory (GKT) has been

dopted to study the behaviour of gas–solid fluidized beds. This
hoice is a standard option of the presently adopted CFD code Ansys
FX-10.

For the present case of two-phase flow, the model has to solve
ssentially nine equations (one scalar continuity balance equa-
time-averaged bubble local hold-up maps at different fluidization velocities. From

ion and three scalar momentum balance equations for each phase
nvolved, plus a volumetric fractions balance equation) in as many
nknowns: the two volumetric fractions, the six velocity compo-
ents and the pressure P (equal for both phases).

Volume fractions balance

εg + εs = 1 (1)

Mass conservation equation of gas and solid phases

∂

∂t
(εg�g) + ∇ · (εg�g

−→vg ) = 0 (2)

∂
(εs�s) + ∇ · (εs�s

−→vs ) = 0 (3)

∂t

Momentum conservation equation of gas and solid phases

∂

∂t
(εg�g

−→vg ) + ∇ · (εg�g
−→vg

−→vg ) = ∇ · Sg + εg�g
−→g − −→

Ig (4)
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ig. 8. Comparison of experimental (empty mark) and computational (filled marks)
b) 3.4 umf, (c) 5.0 umf and (d) 7.0 umf.

∂

∂t
(εs�s

−→vs ) + ∇ · (εs�s
−→vs

−→vs ) = ∇ · Ss + εs�s
−→g + −→

Ig (5)

Continuity and momentum balance equations are thus solved
or each phase using a classical Eulerian–Eulerian description. Of
ourse closure relations are also needed in order to properly model
he particle phase and its interactions with the gas phase: for
his purpose, the standard GKT model is adopted for estimating
heological properties of fluidized solid phase and standard drag
odels are adopted for estimate the momentum exchange between

hases at the phase boundaries. Because of the similarities between
article–particle interactions and molecular interactions in a gas,
he concepts from gas kinetic theory can be used to develop a model
or the solids stress tensor. Complete details on the derivations
nd applications to dense phase flow can be found in the work by
idaspow [28]. The particulate phase is modelled as a population
f identical, smooth and inelastic spheres. Particle–particle interac-

ions are described as binary instantaneous collisions, resembling
hose between gas molecules.

A summary of the relevant closure equations implemented in
nsys CFX 10.0 and selected for the purpose of the present work
re reported below.
ution of bubble diameter as function of bubble distance from distributor. (a) 1.7 umf,

.1. Constitutive equations and closure relations

Solid–fluid interphase momentum exchange

Ig = −εs∇Pg − Fg(−→vs − −→vg ) (6)

Gidaspow drag function

Fg =

⎧⎪⎨
⎪⎩

3
4

εsεg�g

dp
Cds

∣∣−→vs − −→vg
∣∣ ε−2.65

s ⇔ εg > 0.8

150
ε2

s �g

εgd2
p

+ εs�g

dp

∣∣−→vs − −→vg
∣∣ ⇔ εg ≤ 0.8

(7)

Cds = 24
εgRes

[1 + 0.5(εg Res)0.687] (8)

Res =
�gdp

∣∣−→vs − −→vg
∣∣

�g
(9)

Fluid phase stress tensor formulation
Sg = −PgI + 	g (10)

	g = 2εg�gDg + εg�gtr
(

Dg

)
I (11)
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F ensit

4

ig. 9. Comparison of experimental (marks) and computational (lines) probability d

Dg = 1
2

[∇−→vg + (∇−→vg )T] (12)

Solids phase stress tensor formulation

Ss = Pvisc.
s I − 	visc.

s (13)

Radial distribution function

g0 =
[

1 −
(

εs

εmax
s

)1/3
]−2.5εmax

s

(14)

Collision dissipation energy

�s = 12(1 − e2
s )�sg0

dp
√

�
ε2

s �3/2
s (15)

Solids pressure equation

Pvisc.
s = εs�s�s(1 + 2g0εs(1 + es)) (16)

Solids phase tangential stress equations
	visc.
s = 2�visc.

s Ds + �visc.
s tr(Ds)I (17)

Ds = 1
2

[∇−→vs + (∇−→vs )T] (18)
e

y distribution of bubble diameter. (a) 1.7 umf, (b) 3.4 umf, (c) 5.0 umf and (d) 7.0 umf.

Solids phase bulk viscosity equation

�s = 4
3

εs�sdpg0(1 + es)

(
�s

�

)0.5

(19)

Solids phase shear viscosity equation

�s = 4
5

εs�sdpg0(1 + es)

(
�s

�

)0.5

+ 10�sdp

√
�s�

96(1 + es)εsg0

[
1 + 4

5
g0εs(1 + es)

]2
(20)

.2. Fluctuation energy conservation equation of solid particles

3
2

[
∂

∂t
(εs�s�s) + ∂

∂xi
· (εs�s�svsi)

]

( )

= �si,j

∂vsi

∂xj
− ∂

∂xi
· ks

∂�s

∂xi
− �s + Js (21)

The above equation is the complete form of the fluctuation
nergy conservation equation for the granular phase, which in this
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ig. 10. Experimental and computational probability density distribution of bubbl
tting curves (u = 3.4 and 5.0 umf).

xact form is not implemented in the Ansys CFX10.0 code. The code
ctually allows the granular temperature to be determined from the
ssumption of local equilibrium in the transport equation (i.e. Alge-
raic Equilibrium Model) which leads to the following simplified
orm of Eq. (21), adopted in this work:

si,j
∂vsi

∂xj
= �s (22)

As far as the numerical aspects are concerned, CFD simula-
ions were performed in a 2D fashion choosing a fixed time step
nterval 
t = 10−3 s and a computational grid consisting of 5 mm
quare cells, with 288 cells along the vertical direction and 36 cells
long the horizontal direction, thus resulting in a vertical exten-
ion of the domain equal to 1440 mm and an horizontal extension
qual to 180 mm. Thus the width of the computational domain
xactly coincides with that of the real lab-scale fluid-bed reactor
xperimentally investigated, while the height of the computational
omain is in fact bigger than the real apparatus (i.e. 800 mm) in
rder to apply a fully developed flow condition at the top of the
reeboard. Of course the initial condition for particle bed height at
est is identical to that of the experimental runs (i.e. 360 mm).

The lateral walls were modelled using the standard no-slip
oundary condition. The upper section of the simulated geometry,
r freeboard, was considered to be occupied only by gas. A simple
ressure boundary condition was imposed at the top of freeboard
i.e. fully developed flow condition). A Dirichlet boundary condition

as employed at the bottom of the bed to specify uniform verti-

al gas inlet velocity throughout the distributor. Symmetry planes
ere imposed on the front and rear faces of the simulated bed,

n order to perform the simulation in a proper 2D fashion. Sym-
etry planes placed at the boundaries along the width direction

t
t
f
M
3

eter at different distances from distributor and inlet gas velocities with relevant

f the computational domain causes all variables to be mathe-
atically symmetric, with thus no diffusion across the boundary,

xcept the component of velocity normal to the boundary which is
nti-symmetric.

The initial conditions specify only the distribution of solid vol-
me fraction within the bed of solids which was set equal to 0.65.

Typical running CPU times for this reference case were equal
o about 3 h for 1 s of real time simulated with a fixed time step
nterval 
t = 10−3 s on a Dell Dimension 8300 Personal Computer.

A finer grid and smaller time step intervals were also prelimi-
ary considered. In particular the cases reported in Table 1 were
lso tested.

The purpose of performing 3D simulations was that of assessing
he suitability of adopting symmetry planes in 2D simulations, and
he degree of accuracy that may be lost as a consequence of this
hoice. The symmetry plane adopted in 2D simulation describes
he front and rear wall as free-slip walls with zero-valued fluxes
hrough the plane itself, while in 3D simulations all walls are mod-
lled using the standard no-slip boundary condition. In the fully
D computational grid, six cells were placed along the width of the
ed in order to develop physically correct profiles along bed width
nd ensure numerical stability of the simulation.

A preliminary comparison of the CFD results obtained from the
eference case and the above first three cases allowed to state that
slight yet not significant improvement was achieved for the more
PU time consuming cases. In particular, all computational predic-

ions appears not to have any systematic difference with reference
o the comparison with experimental data, but only random dif-
erences due to the chaotic behaviour of such physical systems.

oreover, comparison of the reference case (Table 2) with the full
D case (Case D in Table 2) indicated that the choice of 2D sim-
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Fig. 11. Comparison of experimental (marks) and computational (lines) bu

lation gives rise to random differences in the simulated bubble
roperties less than 2%, practically not significant for engineering
urposes.

On the above basis all results in the following have been obtained
ith by choosing the reference case conditions (Table 2) and the

ame gas velocities adopted for experiments (Table 1), in order to
btain fully comparable data.

. Post-processing procedure via Digital Image Analysis
echnique

The quantitative data on experimental and simulated bubble
ynamics have been obtained by means of the Digital Image Anal-
sis Technique (DIAT) presented in Part I of the present work [13],
hich the reader is referred to for full details.

This is based on bed images, appropriately obtained with back-
ighting in order to enhancing the contrast between the emulsion
hase and the bubble phase. Bubbles in the bed could be detected

ecause they create transparent areas in the flat cross-sectional
lane of the bed, through which light, emitted at the back of the
ed can pass through and reach the camera.

The problem of enhancing phase separation typical of experi-
ents does not exist in simulation. As a matter of fact, by using

(

(

density along bed height. (a) 1.7 umf, (b) 3.4 umf, (c) 5.0 umf and (d) 7.0 umf.

he post-processing software available in the CFD code, it is possi-
le to obtain the concentration field in the whole computational
omain. The solid concentration field is then exported into the
atlab environment. The computational cells having solid volume

raction less than the conventional value of 0.15 [13], are considered
s bubbles, while the other ones are considered as the emulsion
hase.

The above-mentioned DIAT can be easily used for both
xperimental images and computational volume fraction maps,
ithout any adjustment. The data obtained can be used to

ebuild some important information about the bubble dynamics,
uch as

(i) Average bed height as function of time;
ii) Bubbles hold-up as function of time;
ii) Distribution of bubble equivalent diameters as function of bub-
ble distance from the distributor;
iv) Bubble aspect ratio, i.e. the ratio between the height and the

width of the bubble;
v) Average bubble number as function of the distance from the

distributor.
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ig. 12. Comparison of experimental (marks) and computational (lines) probability

As regards points (iii)–(v) the statistical analysis was performed
y excluding all rising voids adherent to the lateral edges of the bed
nd those bursting at the top of the bed.

The rising velocity distribution was found by comparing bubble
entroids positions in subsequent frames. Within the present work
wo kinds of different velocimetry approaches have been adopted:
he Eulerian Velocimetry Technique (EVT) and the Lagrangian
elocimetry Technique (LVT), whose details have already been pre-
ented in [13].

The data processed by the use of the velocimetry techniques
llow to rebuild fundamental information on bubble dynamics,
uch as

(i) Variation of bubble rise velocity with bubble diameter (EVT
and LVT);
(ii) Distribution of velocity coefficient for Davidson type law (LVT);
iii) Distribution of bubbles rise angles.

he direct comparison between these experimental and computa-
ional data on bubble dynamics allows coherent validation of the
omputer simulations of these bubbling fluidized beds.

6

6

p
e
t

ty function of bubbles aspect ratio. (a) 1.7 umf, (b) 3.4 umf, (c) 5.0 umf and (d) 7.0 umf.

. Results and discussion

Computational results will be presented for all cases experimen-
ally investigated and described in Table 1.

The first qualitative evaluation of simulation results can be easily
erformed by comparison of images reported in Fig. 2. In particu-

ar, Fig. 2a reports a typical sequence of volume fraction distribution
aps, for the simulated case of glass ballotini dp = 212–250 �m flu-

dized at u = 1.7 umf. The sequence embraces all times from start-up
o steady-state conditions (i.e. from 0.0 to 10.0 s), while only steady-
tate snapshots are given for the experimental case reported in
ig. 2b. The code appears to correctly simulate, at least in a qual-
tative way, the real behaviour of the system investigated. Bubble
ormation and growth along the bed appears to be correctly pre-
icted by the code.

.1. Global measurements via DIAT
.1.1. Bed expansion
Fig. 3 reports the comparison between experimental and com-

utational data for instantaneous bed height at u = 3.4 umf: both
xperimental and computational data show the characteristic fluc-
uations of the free surface of the bed, due to the eruption of
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ubbles. To quantify this behaviour, the mean value of bed expan-
ion (i.e. the ratio between the instantaneous bed height and the
ettled bed height) and its standard deviation were computed for
ach case, the latter being a statistical measure of bed height instan-
aneous fluctuations.

In Fig. 4, the bed expansion data H/H0 and the relative standard
eviations are reported, on a semi-log chart, for all cases investi-
ated as a function of the inlet gas reduced velocity, i.e. the ratio
etween the actual inlet gas velocity and umf.

Experimental data show that the mean expansion is character-
zed by a linear trend on the semi-logarithmic chart. It must be
oted that the 212–250 �m particulate presents an expansion value
f 1.16H/H0 at the lowest gas velocity of 1.7 umf, and increases up to
value of 1.47H/H0 when the inlet gas velocity reaches the value of
.0 umf.

The analysis of standard deviations can be very helpful in
ssessing the amplitude of bed height fluctuations. In fact such fluc-
uations are mainly due to the bubble eruption phenomenon, i.e.
ubbling intensity, which in turn depends upon bubble eruption
requency and bubble size. In this respect the standard deviations
lotted in Fig. 4 are a qualitative measure of the bubbling intensity.
he standard deviation value, as physically expected, increases with
nlet gas reduced velocity for both particulate sizes.

The computational bed-height mean values are in acceptable
greement with experimental data on the whole. However, the
ode underestimates the expansion value at low inlet gas veloci-
ies. The underestimation appears to decrease at higher velocities,
ntil at the highest velocity a slight overestimation is found. The

inear trend observed on a semi-logarithmic chart is correctly pre-
icted by the CFD simulation, but a slope slightly higher than that
elevant to experimental data is observed.

After all, the comparison between computational and experi-
ental data shows the capability of the code to adequately predict

he variation of both mean values of bed expansion and relevant
tandard deviation with fluidization velocity.
.1.2. Overall bubble hold-up
In Fig. 5, the comparison between experimental and compu-

ational data on instantaneous bubble hold-up is reported for the
ase of 212–250 �m glass ballotini and inlet gas velocity u = 3.4 umf:

ig. 13. Experimental and computational distribution of bubble rise velocities as
unction of bubble equivalent diameter for all investigated cases computed by the

eans of EVT compared with the Davidson and Harrison [52] correlation.
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he data are computed by dividing the sum of bubble projected
reas by the total projected area occupied by the bed. Both exper-
mental and computational data show significant fluctuations due
o the dynamic of formation and eruption of the bubbles. It must be
bserved that the bed expansion dynamic plotted in Fig. 3 and the
ubble hold-up dynamic in Fig. 5 are rather different. Bed expansion
epends on both the extent of the bubble phase and the expan-
ion of the emulsion phase, bubble hold-up measures just bubbles
verall content.

The bubble hold-up mean value and its standard deviation is
omputed for each case and reported in Fig. 6, as function of the
atio u/umf on a semi-log chart. A linear trend is found, similar to
hat observed in the analysis of bed expansion. The code generally
nderestimates the mean bubble hold-up, especially at higher inlet
as velocities. The general underestimation of bubble hold-up val-
es could be due to an underestimation of bubble diameters and/or
ubble density, although the qualitative trend is correctly predicted
y numerical simulations. Conversely, the bubble hold-up stan-
ard deviations predicted by simulation are in fair agreement with
xperimental ones.

In particular, the comparison between Figs. 4 and 6 reveals
hat the CFD code capability to predict even such simple global
ehaviour is not entirely satisfactory: at the lowest gas velocities,
oth bed expansion and bubble hold up are underestimated. It is
orth noting that the important underestimation of bed expansion

s only partially due to the slight underestimation of bubble hold
p, and also related to the incorrect prediction of void fraction of
he emulsion phase, both in its bulk and in the transition region
etween the emulsion phase and the bubble phase. Conversely, at
igher velocities the code overestimates the bed expansion even

f the bubble hold up is underestimated. This can be principally
ttributed to problems in the simulation of the transition region
ear the bubble, a region that generally appears more widespread
ith respect to experimental data.
.1.3. Local bubble hold-up distribution
Fig. 7 reports the comparisons between the predicted and exper-

mental local bubble hold-up distribution maps for all investigated
ases.

ig. 14. Comparison of experimental and computational distribution of bubble rise
elocities as function of bubble equivalent diameter for all investigated cases com-
uted by the means of LVT.



158 A. Busciglio et al. / Chemical Engineering Journal 148 (2009) 145–163

ationa

u
t
b
T
b
o
t
o
c
t
l
a
i
l
p
i

t
g
r
p

f
b
w
r
c
t
s
t

s
o
i
m
b

6

Fig. 15. Comparison between experimental and comput

The analysis of experimental time-averaged bubble phase hold-
p allows the visual observation of preferential bubble paths along
he bed, with a typical reverse-Y-shaped pattern starting near the
ottom of the bed and developing in the upper regions of the bed.
he reverse-Y-shaped pattern is due to the coalescence-driven bub-
le dynamics prevailing after bubble nucleation in the proximity
f the distributor in the intermediate region of the bed. In par-
icular, the analysis of 212–250 �m particulate maps allows the
bservation and quantification of systematic trends in bubbles path
haracteristics, with the only exception of 1.7 umf map, in which
he filtering of smaller bubbles does not allow observation in the
ower region of the bed. At low inlet gas velocity, bubbles appear to
lmost uniformly rise through the bed. Increasing inlet gas veloc-
ty, the tendency for bubbles to follow the reverse-Y path in the
ower region of the bed increases, while the void distribution in the
roximity of the bed surface appear to be less sharp, due to more

ntense eruption of bubbles.

It is worth noting that the straight-vertical path in the upper sec-

ions of the bed appear to be straighter and thinner with increasing
as velocity, as a consequence of the formation of greater bubbles,
ising up through the bed undisturbed because of a less significant
resence of coalescence phenomena.

6

b
d

l probability density function of Davidson’s coefficient.

As far as the numerical predictions are concerned, CFD results
ail to accurately predict the experimental measured values of bub-
le local hold up. Although an increasing trend of hold-up values
ith inlet gas velocity is found, the shape of the distribution and its

elevant numerical values are not fully correctly predicted for the
ases here investigated. For the case of 212–250 �m particulate,
he bubble hold up distribution maps computed by the simulation
how bubbles to be randomly distributed along bed width, while
he experiments are characterized by a preferential path.

On the whole, although the code predicts the onset of bubbling,
pecific features such as initial formation of slugs in upper regions
f the bed are not correctly predicted for all cases simulated at high
nlet gas velocity. The simulated bubbling behaviour appears to be

ore similar to normal bubbling with greater bubbles, rather than
eing capable of correctly predicting the onset of slugging.

.2. Bubbles properties measurements via DIAT
.2.1. Bubble size evolution
In Fig. 8, the experimental and computational distributions of

ubble equivalent diameters are reported as function of bubble
istance from distributor. The full set of data is presented in raw
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Fig. 16. Comparison between experimental and compu

loudy form, in order to highlight the complex bubble behaviour
long bed height. The adoption of an average curve with indication
f its variance would not account for the richness of the raw data.
onversely, the cloudy data presented allow the visualization of the
mall bubbles that are inside the bed even at the highest elevations,
hile an average curve, even if with variance, could not show such

haracteristic and complexity.
On the whole the experimental data show a characteristic

ncrease in bubble diameter, with an upper envelope of data
pproximately following a power law, in accordance with the
nalysis by Darton et al. [35]. However, the presence of a wide dis-
ribution of bubble sizes is evident at all elevations of the bed, as a
esult of the splitting and/or nucleation phenomena.

At increasing gas velocities, the increase in bubble diameter is
ore pronounced, as physically expected. Moreover, the presence

f small bubbles in upper regions of the bed appear to be less pro-
ounced with increasing velocity, due to the onset of slugs in such
egions.

As far as the numerical predictions are concerned, the compu-
ational results reported are in good agreement with experimental

ata only at lower gas velocity, with some limited level of underesti-
ation. In all other cases the CFD results show a positive agreement

nly in the lower regions of the bed, while at higher elevations
ubble diameters are under-predicted, up to 30% in the worst
ase.

t
o
s
b
g

al probability density function of bubble rising angle.

.2.2. Bubble size distribution (BSD)
In Fig. 9, the experimental and computational distributions of

ubble equivalent size distribution are reported. The experimental
istributions show a characteristic positive skewness of the dis-
ributions at all inlet gas velocities, in accordance with relevant
iterature data [46–51]. It is worth noting that at lower inlet gas
elocities the right-hand tail of the distribution has a concave-up
hape, as a result of the predominant coalescence phenomenon,
hich causes bubbles to increase their diameter by coalescence
ith similar bubbles. Conversely at higher inlet gas velocities an

lmost linear decay is observed, due to the onset of slugs, which
ssentially grow by including along their rising path all other bub-
les.

Computational predictions of bubble size distributions show a
eneral acceptable agreement regarding the shape of distribution
n all cases so far investigated, but the CFD results fail to predict
he presence of an almost linear right-hand tail of the distribution
or the cases of high inlet gas velocities. This confirms the inability
f the model here adopted to correctly simulate the onset of slug
ows. Moreover, statistical distribution presents shorter right-hand

ails. Such apparently small difference has a large influence on the
verall prediction of the bubble hold-up and bubble size evolution,
ince the right-hand tail of the distribution is relative to large bub-
les, which are responsible for carrying considerable amounts of
as volumes along the bed.
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ity with increasing bubble diameter, even if a slight overestimation
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The bubble size distribution in the whole bed assumed the
haracteristic shape of a positively skewed monomodal distri-
ution, as expected from the relevant already cited literature.
onversely, the analysis of all investigated bubble size distributions
omputed in regions at different elevations above the distribu-
or (i.e. 0.25H0, 0.50H0, 0.75H0 for the case of particles fluidized
t 3.4 and 5.0 umf) shows a characteristic bimodality of BSD, that
an be somewhat inferred from Fig. 8, and is also self-evident in
ig. 10.

The different shapes of local BSD at different elevations can
e ascribed to the coalescence and break-up phenomena occur-
ing in the fluidized bed. In fact, at each elevation analyzed, with
he exception of the measurements taken at 0.25H0, it is possi-
le to find a fraction of bubbles having considerably smaller size
han that expected at that particular elevation, whose genesis is
elated to nucleation and break-up phenomena occurring at that
levation. Conversely the complementary fraction of bubbles hav-
ng the expected size for that elevation naturally originates from
oalescence and growth of bubbles from inferior regions of the
ed.

This mechanism is able to describe the bimodal pattern of BSD in
uidized beds: the primary peak (i.e. smaller bubble sizes) is due
o local nucleation and splitting phenomena, and thus its mean
nd mode value does not change with elevation above the distrib-
tor. Conversely, the secondary peak (i.e. larger bubble sizes) will

ncrease its mean and mode value with the elevation, as physically
xpected because of the above-mentioned coalescence phenom-
na. The bimodal pattern of local BSD is a substantially new finding
ith respect of the previous works regarding fluidized beds BSD. It

s worth noting that the code is able of reproducing such behaviour,
ven if only in a qualitative manner, as can be seen in Fig. 10. In
act a sort of bimodality appears in both computational cases pre-
ented, but in all cases narrower distributions are found, whose
hapes appear quite similar to those obtained by Patil et al. [22].
oreover, the use of local BSD helps to highlight the discrepancy in

he prediction of large bubble formation already discussed in this
aragraph.

.2.3. Bubble density
In Fig. 11, the experimental and computational bubble density

rofiles along the bed height is reported. It must be pointed out
hat a linear decay of bubble density on a logarithmic chart would
haracterize a constant bubble coalescence rate, while a constant
alue of bubble density would be typical of fully developed slug
ow.

The experimental data reported in Fig. 11 show an almost similar
ehaviour at all inlet gas velocities, except for the case of the lowest
elocity (i.e. u = 1.7 umf). In this last case the data show an increas-
ng trend near the distributor, where the bubbles are characterized
y small diameters. This occurrence is likely to generate a sensi-
ivity problem for the technique here adopted. In fact, the bubble
ltering procedure adopted to eliminate false bubbles, extensively
iscussed in Part I of this work, cuts most of the smallest bubbles,
hus invalidating the bubble count in this region of the bed. The
xperiments with higher inlet gas velocities, thanks to the gen-
ration of larger bubbles do not have such problem, showing an
ncreasing constant decay rate with increasing inlet gas velocity.
owever, the presence of a region near the freeboard with lower
alues of the decay rate, due to the local transition to slugging
egime, is also correctly found.
As far as numerical simulations are concerned, predictions show
n all cases a linear trend similar to that of experiments, although
hey fail in quantitatively predicting the decay rates. In fact the
imulation seem to predict a linear decay trend whose slope does
ot change appreciably with inlet gas velocity. These facts confirm

i

F
t
e

ng Journal 148 (2009) 145–163

he difficulty of the code in predicting the flow regime transition
etween the bubbling and slugging regimes.

.2.4. Bubble aspect ratio
In Fig. 12, the experimental and computational distributions of

ubble aspect ratio are reported. In the present work the aspect
atio is actually defined as the ratio between the bubble maximum
orizontal extension and its maximum vertical extension. For more
etailed considerations on this parameter the reader is referred to
art I of the present work [13].

The analysis of experimental distributions show an increase of
he skewness of the distribution with increasing inlet gas velocity.
his is likely due to the increase of vertically oblong bubbles, as
hysically expected. This finding is confirmed by a slight decrease

n the distribution modes.
On the other hand the distribution obtained by numerical pre-

ictions appear not to change significantly with increasing inlet gas
elocity, for all cases presently investigated. This evidence confirms
nce again that numerical simulations are still not satisfactory to
redict the bubble shape, and in particular the transition between
he bubbling and slugging regimes.

.3. Bubbles velocimetry

.3.1. Bubble velocity distribution via EVT and LVT
Fig. 13 reports the computational and experimental averaged

ubble rise velocity distribution obtained by EVT, while Fig. 14
eports both the experimental and computational averaged bub-
le rise velocity distributions obtained by LVT as functions of the
ubble equivalent diameter. In both figures, no distinction is made
etween the different investigated cases, since a preliminary inves-
igation confirmed that bubble velocity depends only on bubble
iameter. On these grounds, data in Figs. 13 and 14 are only divided

n computational and experimental data series.
A comparison with the power law by Davidson and Harrison

52], who proposed

b = 
(gdb)0.5 (23)

ith a value for the velocity coefficient 
 ≈ 0.71, show in both fig-
res that the experimental rise velocities measured by EVT appear
o be somewhat overestimated by Davidson’s correlation, espe-
ially in the range of smaller diameters.

CFD simulation results were reported in Fig. 13 gave rise to loss of
ensitivity (generating identical velocity values for different bubble
iameters), due to the combination of image resolution and frame
ate used for computational data measurement. The same problem,
lthough at a very small extent, also appears in the experimental
ata shown in the same figure.

Such problems can be eventually solved, in both simulations and
xperiments, by an accurate choice of frame rate and image defini-
ion. An increase in reliability of the procedure can be obtained
y substituting the commercial camera used in this work with
medium-high fps camera (50–200 fps) having sufficiently high

esolution (at least 1024 × 760 pixels).
As far as the LVT is concerned, the relevant averaged data are

eported in Fig. 14, and compared with relevant literature corre-
ation prediction. The power law proposed by Davidson appear to
cceptably predict the general trend in increase of bubble rise veloc-
s still evident.
Computational results obtained by LVT are also reported in

ig. 14. The data scattering, due to the chaotic nature of the inves-
igated systems, is well simulated and in sound agreement with
xperiments.
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ig. 17. Experimental (superior row), and computational (inferior row) bubble vecto

.3.2. Bubble velocity coefficient distribution via LVT
Comparisons between the experimental and computational dis-

ributions of the bubble velocity coefficient (i.e. Eq. (23)) are
eported in Fig. 15. The coefficients are computed by using the LVT
ubble tracking data suitably processed by fitting the bubble verti-
al trajectories during their whole life (from nucleation or splitting
o eruption or coalescence).

The analysis of experimental data shows a complex behaviour
ith increasing inlet gas velocity. The measured skewed distri-

utions appear to be larger with increasing gas velocity, with
ignificant scatter observed. On the contrary, the modes of
he distribution appear to be negligibly influenced by the gas

elocity.

The comparison of simulation results with experimental data
ighlights a substantial agreement for the cases investigated, with
rrors likely to be due to experimental data scattering rather than
ncorrectness of the predictions.

f
m
s
f
i

s, from left to right 1.7 umf, 3.4 umf, 5.0 umf and 7.0 umf. Reference vector = 100 cm s−1.

The values of the coefficients appear to be similar to that pro-
osed by Darton (
 = 0.71), while the correlation developed by Shen
t al. [53], gives rise to a value of the velocity coefficient in the range
0.8–1], quite different from the mean values found in this work.

.3.3. Bubble rise angle distribution via LVT
Fig. 16 reports the probability distribution of rising angles for

ach investigated case. In each graph the experimental and the
omputational data are compared.

It is worth noting that this parameter exhibits an almost sym-
etrical Gaussian distribution at the lowest velocities, while at

igher velocities more complex symmetrical distributions are

ound. In particular the distribution shape here found approxi-

ately follows a Gaussian distribution near the mode value. It
hould be observed that both tails are almost linear, and quite dif-
erent from the expected Gaussian distribution. This shape can be
nterpreted as the sum of two different zero-mean random devia-
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ions from the natural vertical path of the bubble. The first is due
o the random lateral motion of the bubble in the presence of other
ubbles perturbating the general flow field in the fluidized bed,
nd give rise to the low angle symmetrical deviations. The second
s due to the capture motion of small bubbles when coalescence
ccurs. This latter motion is strongly directional for each single bub-
le, however resulting in a symmetrical distribution because of the
eometrical symmetry of the entire system.

It is worth noting that the comparison between the experimen-
al and computational distributions show a very good agreement,
hus confirming the coalescence capture motion prediction capa-
ility of the code at all gas velocities here investigated.

.3.4. Overall bubble velocity fields
Finally, in Fig. 17 the experimental and computational bubbles

ector plots are reported for all investigated cases. The plots are
btained by suitable time averaging of instantaneous bubble veloc-
ty maps.

In accordance to the previous discussions, bubble trajectories
ould be slightly oriented towards the centre of the bed in the

ower part of the bed and then vertically directed in the upper
ection of the bed. Moreover, the velocity field plots confirm the evi-
ence for the local bubble hold-up maps shown in Fig. 7. These latter
llow the visualization of preferential bubble paths along the bed
eight, whereas the former associates the relevant bubble average
elocities to preferential paths.

Interestingly vector plots from experimental data show bubble
veraged trajectories oriented towards the centre of the bed in the
ower part of the bed, where most of the coalescence phenomena
akes place, and from there they are subsequently directed verti-
ally in the upper section. It should be moreover observed that such
ehaviour is increasingly more definite at higher gas velocities.

Simulation results are also in sound agreement with such exper-
mentally observed behaviour although a larger data scattering is
omewhat evident.

. Conclusions

The Digital Image Analysis Technique presented in Part I of this
ork [13] has been successfully applied not only to the data on

as–solid fluidization obtained by purposely performed experi-
ents, but also for the first time to data from numerical simulations

erformed by a commercial CFD code.
A first comment is to be made on the application of the present

ethodology to both sets of experimental data and computational
esults. In particular the use of the very same DIAT method to both
ets of data allows for a fully consistent quantitative comparison
f the very same physical quantities, overcoming the well known
roblem of comparison sensitivity to the differences in the exper-

mental measurement techniques and numerical post-processing
omputations.

With regards to the analysis of the experimental data a first
ajor outcome has been the production of an extended set of

etailed quantitative information on bubble dynamics. Moreover,
hanks to the use of DIAT some novel results have been obtained.
irstly the finding of a bimodality for the local BSD at all elevations
ighlighted the richness and complexity of the bubbling dynamics,
hich includes bubble break-up and coalescence phenomena. Sec-

ndly the velocity coefficient distributions appeared to be slightly

maller, on overall, with respect to those obtained by previous
orks for 2D bubbling beds.

As far as the CFD predictions are concerned, many features of
he bubbles were compared with the aim of thoroughly validat-
ng the CFD results. These features comprise average bed height,

[

[
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ubbles hold-up, distribution of bubble equivalent diameters, bub-
le aspect ratio, bubble number, bubble rise velocity and velocity
oefficient, bubbles rise angles and their dependence on various
arameters. As regards the global indicators, they in general show
good agreement between experiments and simulations. However,

n all cases here tested a general low sensitivity of the simulations
as observed in order to correctly predict the change of the bub-
ling behaviour with increasing inlet gas velocity as well as with
levation above the distributor.

On overall thanks to the extensive validation here performed by
eans of DIAT, the fully predictive CFD model here tested appears to

ave the potential to be useful for design and development of bub-
ling fluidized beds, although further development of the currently

mplemented CFD models is required.
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